Introduction to NDS FAQ Documents
I.
The NDS FAQ documents are a set of documents based upon the frequently asked queries by NDS Members. The said queries are collated and solution for them is prepared as a ready reckoner document for the benefit of NDS members. The FAQ documents describe the various issues informed by NDS members in the course of various NDS operations and the activity required to be carried out at member-end to address the said issues.
NDS members are expected to take suggested action on the issue covered in the FAQ documents. NDS members may ensure that the personnel operating over NDS [both the functional (business) personnel and systems personnel] may go through the document and in case any further clarification is required, please contact the NDS Helpdesk. 
II.
The NDS operations at member-end is dependent on following:

i. Proper installation of NDS application at Member-end.

ii. Connectivity between NDS Member Server and Host Server at RBI (Primary Site or the On City Disaster Recovery Site, as applicable). 
iii. Processing of messages at the NDS Server

If the above pre-requisites are met, then NDS member will be able to operate smoothly over NDS. However, occasionally, NDS members may encounter certain issues that have been covered in the enclosed FAQ documents. 

III. The FAQ’s are classified into various operational activities and are covered in 7 different documents viz., 

i. NDS MQ Series FAQ Document

ii. NDS Server FAQ Document 

iii. NDS Application FAQ Document

iv. NDS Database Housekeeping Document

v. NDS User Creation and Role Assignment Document

vi. Sender channel IP Changeover Process
vii. NDS User Rights (Excel file)
The FAQ documents are prepared with the Host Server at the Primary site of RBI bearing IP: “10.21.1.45”. In case, the Host Server is operational at the On City Disaster Recovery site of RBI, NDS members may replace the Host server IP to “10.24.1.45”.

IV. A brief technical and functional overview of NDS is given hereunder for the benefit of NDS members. 
NDS Technical Overview:

The NDS is a message based system. As such generation of message, flow of message between the member server and host server, processing of message at the member server and host serer and suitable action by the user on the message, within time, is essential for smooth functioning of NDS. 
The said message flow can take place when the Host (RBI) Server and the Member Server is up and connected. The Users can operate within the NDS operational time window. 

The technical flow of the messages in NDS from the Host (RBI) Server is as under:

The message from the Host (RBI) server goes to queues in the member-end server through the MQ Channel. The channels should be in running status and there should not be messages lying in the queues. Then, the message is processed by the member server (through respective Poll On process i.e., the processes in the Server Admin GUI) and put in the concerned table in the oracle database. Thereafter it is reflected in the User Id for operational activity. 

Regular housekeeping of data from select tables is essential to ensure proper database response. The housekeeping procedure is covered in a specific document.

In case a deal is not coming for approval, members need to check the following:

1. Verify that the MQ Channels are in running status.

2. Verify that the Server (in Server Admin GUI)is connected to Host (RBI) Server. You may disconnect it and connect again.

3. Then refresh the queues (each queue) and check the current depth in NDS (MQ) queues viz., NEGOT, TXN, UNPROCQ and Temp_UNPROCQ. In case of any messages in the said queue, process the same. 

4. Ascertain (after refreshing the queues) that the current depth should not reach 10000 in the Input Log and Output Log queues. 

At the time of Start of Day (SOD) in NDS itself, ensure that the MSMQ (Windows Services) is started on both the server and the client machines where the users are logged in. In case the user is able to get the deal for approval on logout and re-login, then the MSMQ needs to be restarted on that machine. Similarly, in case he is able to get the deal on logging into the application on another machine, then the MSMQ should be re-started on the first client machine.  In case the deal is available in the User Id logged on the server and not available in the same User Id logged in a client machine, then MSMQ may be restarted on the client machine and the User is required to login again. Ascertain whether only one user is not getting deals or all users are not getting the deal. If all users are not getting the deal, then the MSMQ needs to be re-started on both----the server and the client machines.

NDS Functional Overview:
Dated G-Sec, T-Bills, Repo--Deal Entry and Approval: 

Seller Dealer initiates the trade by selecting the counterparty and security over NDS. The deal goes to host server and then to the Buyer Dealer for approval. Once buyer dealer has approved the deal, it goes simultaneously to both Seller Settler and Buyer Settler for the final confirmation. After the approval of the deal by both the settlers, it is ready for settlement (‘Sent for Settlement’ status in the Deal History). Once the deal is settled in the Books of Accounts at RBI, deal status will change to ‘Deal Settled’.
Deal ticket entry: (Call Money, Notice Call money, Term money)

Buyer (borrower) dealer initiates the deal on behalf of the concerned NDS Member and the deal goes to the Host server and then to the Seller (lender) Dealer for approval. After the approval of the Seller Dealer, the deal goes simultaneously to both Buyer Settler and Seller Settler for the final confirmation. After the approval by both the Settlers, the deal status is updated to ‘Deemed Settled’.

The deals are required to be entered and approved by different User Ids (Maker and Checker principle).

The issues in Deal Entry / Approval on which NDS members have interacted with NDS Helpdesk over the period are covered in the enclosed FAQ documents. Additionally, following 6 situations may be kept in mind by the NDS members. 
1. 
 Error message “No data found” message while selecting the counter party from the member query. The said NDS member might not be present in the table M_MMBR_T. Please contact NDS Helpdesk immediately in this regard.
2. 
Error message “No data found” while selecting an instrument (dated G-Sec or T-Bill) on Instrument Query. The said instrument might not be present in the  -table M_INSTRU_T. Please contact NDS Helpdesk immediately in this regard. The deal entered by the Seller Dealer will not reflect in the Deal History etc. in case the said instrument is not present in the concerned NDS table at the end of Buyer. 
3. In case ‘Submit’ button is not highlighted in the Deal/ Bid / Transfer Order entry screen, all mandatory fields (underlined fields in Deal / Bid/ Transfer Order entry screen) are not filled up. 
4. The Call Money (and Notice / Term) deals are to be entered over NDS by the borrower when the counterparty is NDS Member and lender when counterparty is non NDS Member institution. 


The buy / sell option selected by the user for last (previous) deal remains saved for the said user (refer to the Radio buttons in the top right corner in the Deal Ticket Entry window). Thus, if the user, after successfully submitting a buy / sale deal, later tries to enter another deal that he /she should not be entering (i.e., counterparty being the borrower should enter it), he / she will get an error "Deal Entry 2160 Failed for MC_ERROR_CODE  (error message not found 1111999 )". 

The regular solution to avoid above stated issue is that the user may re-select the buy / sell option every time deal is being entered. 
5. The Outright Sale trades are not allowed on Saturdays. In case any User tries to enter such trade on Saturdays, he will get an error code. An SQL file “SQLOutrightSaleTradesaturday.sql” is provided along with the FAQ documents to be executed in the NDS database so that the Users get proper text message in this regard. 

6. The T+1 Outright Sale trades entered over NDS on Fridays will initially (at the time of deal entry) show the following Saturday’s date as the Settlement date in the Deal Ticket Entry window. Once the deal is submitted, the deal will be having the following Monday’s date (or the next working day’s date in case Monday is a holiday) as the Settlement date. 
Preferred Counterparty:
Preferred counter-party is a list of counter-parties (institutions) selected by the NDS member with whom it wants to trade in a particular instrument type. The institution should be already present in the list of counterparties with whom a trade is to be reported in NDS.  
Transfer Order Entry / Approval:

1.) One of the users first enters the transfer order. The status of the transfer order at that point of time is created. Status can be checked from Transfer Order Query.

2.) The other user i.e. through a different login the transfer order may be rejected or accepted as required. If it’s accepted, the status is accepted. Status can be checked from Transfer Order Query.

Following issues may be encountered while entering the transfer order:

1.) Message “Instrument Under Shut” while creating/accepting the transfer order. The instrument may be under shut and it may be checked with NDS Helpdesk.

2.) Message “Validations failure. Transfer not multiple of minimum tradable denomination” while creating/accepting, the transfer order. The amount of securities put in the Transfer Order may not be a multiple of the minimum tradable denomination.
V.
PROACTIVE MEASURES TO BE TAKEN BY MEMBERS TO ENSURE SMOOTH OPERATIONS IN NDS

i. Perform data housekeeping operation from the table ‘UI_MSGEVNT_TBL’ regularly, preferably every 2-3 days. This will ensure faster database response from the server during log in or while performing any query that fetches the data from the server.

ii. Perform housekeeping operation of MS_NEWS_TBL regularly, preferably every fortnight. This will ensure faster response while log in or while querying for news etc.

iii. Users may get either “Automation error. RPC call failed” or “Remote server machine doesn’t exist” or “Switch to retry” or “Subscript out of range” while logging in or carrying out any operation in case data housekeeping operations are not performed regularly for UI_MSGEVNT_TBL and MS_NEWS_TBL.

iv. Perform housekeeping operation of MS_DEAL_TBL regularly, preferably every fortnight. This will ensure smooth operations while approving or settling the deal. Users may get “Method of object failed” while approving or settling the deal if housekeeping operations are not performed regularly for the table MS_DEAL_TBL.

v. Ensure Message Queuing service (MS MQ) is started and running properly in both server and client. As a practice, it may be started every time the server / client machine is restarted.

The data housekeeping operations can be performed during market hours and there is no need for the users to log out. However, the said housekeeping operations may preferably be carried after market hours, when no NDS operation is taking place.  After performing the housekeeping operation, shutdown and start the RBIPDONDS component in Component services window in order to effect the changes and then ask the users to log in again.
VI.
TROUBLESHOOTING IN NDS FOR DEAL RELATED OPERATIONS
i. When dealers complaint about deals not coming in Calls & Messages panel, ask the dealer to check in “Notification Messages” for any message with respect to the deal which the dealer is expecting.
ii. If there is no notification message for the deal, first refresh and check whether both the Receiver and Sender channels (MQ Web sphere on the Server) are running. If either of the channels is not running, then start the said channel.

iii. Then refresh and check whether there is any pile up of messages in any of the following Queues (MQ Web sphere on the Server): 

a) NEGOT, TXN, UNPROCQ and TEMP_UNPROCQ 

b) The message count should not be 10000 or near about in the INPUT LOG or OUT PUT LOG.

iv. If there is a pile in one or more of the above mentioned queues disconnect from the Server Admin GUI window, check whether Message Queuing service (MS MQ) is running on both server and client/s and then run the respective batch file from the StartUp folder inside RBIPDONDSSetUp folder to process messages from the corresponding queue. [Dummy batch files are provided along with the FAQ documents. NDS Members will need to either prepare the respective batch file as per the procedure given in the NDS MQ Series FAQ Document or copy the dummy batch files at the required location after replacing <LUD ID> with the member’s LUD Id (eg. A111) at all places in the respective batch file].
v. Before processing messages from UNPROCQ, ask all the users to log out, check whether message queuing is running in both server and client (if it’s already running, stop and start it again), then run the UNPROCQ batch file.  After the message count comes down to 0, close the UNPROCQ.bat command window.

vi. The Message Queuing service (MS MQ) should be started and in Running status on both sever and client. 

vii. Whenever the deals are not coming under “Deals for approval” or “Deals for settlement” but deal history is showing proper deal status then it’s mostly due to MS MQ not running in either server or client or both.   

viii. If Users complaint about “Method of objects failed” during deal approval or settlement, then perform the housekeeping operations on MS_DEAL_TBL. After performing the housekeeping operation, shutdown and start the RBIPDONDS component in Component services window in order to effect the changes and then ask the user to log out and log in. This problem will not occur if housekeeping operations are done regularly.

ix. Always refresh and check whether channels are running or there is any pile up in the queue. To refresh any particular channel or queue, click on the particular channel or queue and then press F5. This will show the current status of the channel or queue.
VII. 
The NDS Helpdesk will not take telephonic calls and will not entertain e-mail on the issues already covered in the FAQ documents. In case any issue is not resolved even after the suggested action, complete details of the issue, action taken and the result thereafter may be communicated to the NDS Helpdesk.  
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